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Abstract

Topological Data Analysis (TDA) has proven to be a powerful framework for uncovering hidden structures in high-
dimensional data. This study investigates the integration of the Mapper algorithm with DBSCAN clustering to detect
anomalies in financial time series data, specifically using daily price data from the Dhaka Stock Exchange. The
methodology involves projecting the data into a lower-dimensional space using a filter function, covering this space
with overlapping intervals, and applying DBSCAN to identify clusters within each subset. The resulting Mapper graph
visualizes the relationships between clusters, with anomalies detected as unclustered points, isolated clusters, or small
disconnected nodes. A total of 44 data points were identified as anomalies, which correspond to extreme price
movements in the time series data. This combination of TDA and clustering provides a robust framework for anomaly
detection, particularly in high-dimensional data where traditional clustering methods often fail to capture the full
structure. Validation through SVM confirmed anomalies in the data, but the Mapper-DBSCAN approach demonstrated
clearer separation of normal data and anomalies. The results demonstrate the potential of this approach for identifying
anomalous behaviors in complex financial data.

Keywords: Anomaly Detection; DBSCAN Clustering; Mapper Algorithm; Persistent Homology; Support Vector
Machine (SVM); Topological Data Analysis.

1. Introduction

Time Series Analysis is popular in different field of study including economics, physics, manufacturing, population,
dynamics, Regression Analysis, Correlation Analysis, Spectral Analysis etc. [1]. Time Series Analysis has been used in
environmental studies industries, Fisheries, medical [2] and many other diverse areas. Traditionally, statistical analysis
techniques have been used in time series analysis [1]. There are many different problems of time series analysis,
Anomaly Detection is one of the popular problem of them.

Anomaly detection has been used in diverse field of study with different methodologies [3]. Anomaly detection is a study
of finding unusual behavior/pattern of a time series. Outliers and anomalies two different unusual behaviors of a time
series but in the field of Anomaly detection they are considered as anomalies [3, 4]. Anomaly detection has been used
in detecting fraudulent transactions using credit cards, insurance, medical, cyber security, difference systems of a
country like, military, crime resilience unit etc. [3]. Anomalies may have significant indication of unusual activities which
is important in many different sectors for taking some action against it. For example, unusual pattern in manufacturing
indicates some error in the production or anomalies of stock exchanges daily closed price data may refer to some
malicious transections/news spread out in the market.
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Point Anomalies are some individual points which are abnormal with respect to the rest of the data. Most of the anomaly
detection researches are focused on detecting point anomalies of some time series [3, 4]. Different Data Mining
techniques, Statistics, Machine Learning techniques, Spectral theories, and information theories have been studied to
detect anomalies. Authors of [3] found 6 types of techniques such as Statistical, Nearest neighbor based/density based,
Spectral, Information theoretic, clustering based, classification based. There are different classification-based anomaly
detection techniques have been studied like, neural network based, Bayesian network based, rule based and Support
Vector Machine (SVM) based [3]. One-class SVM is the machine learning technique considering one-class learning which
is faster than many other techniques. In Clustering-based Anomaly Detection technique [3, 4], similar data has been
considered into one cluster and building clusters among a data set can induce anomalies which are those data points
that are not belong to any clusters or belong to small clusters. Density-Based Spatial Clustering of Applications with
Noise (DBSCAN) is one of the several clustering algorithms which can be used for anomaly detection. Clustering-based
anomaly detection technique is vulnerable to clustering Algorithm.

Anomaly detection is one of the popular sector/field of data analysis which has been reviewed in several surveys [3] -
[10]. Among of all them [4] has been studied exclusively in financial domain. In the study, the following three important
problems of existing anomaly detection techniques have been mentioned:

e Thereisno global anomaly detection technique since there is no exact normal behavior of all data sets in general
[3].

e Normal behavior can be changed time to time. Thus, it is hard to specify a specific rule to define normal data
point and thus to define anomalies. For example, Small fluctuation in medical data can be considered as anomaly
but similar fluctuation in stock exchange daily price data is normal [3].

e Fraudulent experts keep their activities look like normal incident and thus very hard to detect anomalies in this
case.

For this reason, Topological data analysis (TDA) is also getting popular even in industrial manufacturing and production
as one of the most potential tools that can play significant role in forming industries 4.0 in the 4t industrial revolution
period after 2010 [11]. Persistent Homology, UMAP and Mapper Algorithm are the most popular tools of TDA that can
trigger this journey of the revolution [11]. In Stock market industry, those tools can also be employed to investigate a
major data analysis problem like anomaly detection [11]. Different statistical based anomaly detection techniques are
popular in scientific community, but statistical methodology needs lower dimensional embedding which leads to a
certain amount of data lose [12]. In this content TDA based machine learning approach has been introduced for
classification and anomaly detection of time series data. To do so persistent homology has been used on a transformed
higher dimensional point cloud data of the inputted time series data to calculate Betti numbers and compared with the
reference data which had been fixed earlier. Taken’s Time Delay Embedding can transform a time series in a higher
dimensional point cloud data and then periodicity of a time series can be tested [13]. TDA based feature extraction
method has been introduced using Persistent Landscape and Silhouettes [14] Since TDA features are robust to noise,
the study approach become effective. TDA based feature extraction method has been introduced based on persistent
diagrams [15]. TDA based classification method has been proposed in [16] using persistent homology on the point cloud
data processed by Time Delay Embedding. A temporal filtration has been constructed based on simplicial complex and
then TDA tools like Persistent Homology, Mapper have been used to extract necessary information [17, 18]. Another
TDA based classification method has been proposed based on filtered simplicial complex by recovering meaningful sub
complex from the filtration [18]. Time series classification technique has been proposed based on persistent homology
which has been vectorized in Betti series [19]. A new embedding has been introduced to do time series analysis tasks
using TDA [20]. Topological attention has been defined for a particular filtration step calculating persistent homology
to forecast time series [21]. Time series clustering algorithm has been introduced based on persistent homology by
computing topological similarities among persistent diagram [22]. TDA based feature selection procedure has been
explained mathematically using persistent homology in [23]. Another clustering methodology has been proposed
combining spectral properties of simplicial complex after calculating eigenvectors from induced Hode-Laplacian of the
simplicial complex [24]. TDA based clustering found effective through it in more expensive than other clustering
methods and Mapper Algorithm is a unique visualization tool using Kepler Mapper Module of python [25].

Topological Data Analysis (TDA) has been applied to identify unusual patterns such as change points in studies like [26]
- [29], chaotic behavior in [30], and failure data in software evolution using persistent homology techniques in [31]. An
interval-based algorithm introduced in [32] detects anomalies in time series by measuring similarities between
different segments of the data. In the financial domain, TDA has been used to analyze markets in [33], showing that
efficient markets exhibit more persistence than volatile ones. Financial market crashes from January 2010 to June 2020
were examined in [34] using persistent landscapes to identify unusual daily return patterns across four US stock
markets, with findings supporting the effectiveness of TDA in financial analysis. Another study [35] employed TDA tools
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to investigate stock market behavior by tracking topological features such as connected components (f,) and loops (53;)
across different filtration steps. Persistent diagrams and barcodes were computed using Python and Javaplex, although
this study relied on Vietoris-Rips complexes rather than clustering-based methods for its analysis.

TDA has been used in financial data analysis to detect anomalies/malicious transections [13] and in bitcoin price data
analysis concerning positive and negative financial bubbles [36]. TDA based clustering and classification of stock price
data has been studied in [37], TDA has also been introduced in detecting topological shape [38] to follow stock market
anomalies ([39] - [53]) for risk analysis, investment decision, analyzing past market crashes, finding doubtful
transection and analyzing market dynamics.

Mapper Algorithm has been successfully studied in clustering ([54] - [56]). The big advantage of Mapper is that it can
detect original data structure even if much noise appears. That's why Mapper is getting popular as anomaly detecting
tool in different sectors. In [55], DBSCAN clustering has been used with Mapper Algorithm using Kepler Mapper python
package to predict anomalies as fraud transection using credit cards. An exclusive explanation of Mapper graph and
Mapper Algorithm with an example in RNA sample data has been disclosed in [56] where cluster nodes having larger
size mean greater percentages in the overall data structure and links between the nodes refers connectivity among
those clusters. Totally disconnected nodes can be treated as unique and unparalleled behavior that the other nodes [57].
Mapper Algorithm has been applied to study stock returns in [57] where anomalies have been visualized as Mapper
cluster nodes which are isolated from the connected cluster nodes. But the study didn’t consider those points which are
not belonging to any of the clusters. In this study, Kepler Mapper has been used to visualize clusters using DBSCAN
clustering.

Our domain of interest is Dhaka Stock Exchange (DSE). All of the studies reviewed earlier are in different financial
domain of interests including US, China, Singapore, Taiwan, India etc. But DSE has not been studied well. The recent
2009-2010 Bangladesh’s stock market crash has been happened due to mismanagement unethical interpret of
authorities [58] and not having investment knowledge and analysis for the investors [59]. Still DSE is unstable while the
market is unparallel and unpredictable comparing to the world’s stock market [60].

There are several TDA tools that have been applied to financial time series data, but our focus is specifically on
clustering-based techniques. For this purpose, we use the Mapper Algorithm combined with DBSCAN clustering to
detect anomalies. To validate the results, we will also apply a popular classification-based anomaly detection method
using Support Vector Machine (SVM) and compare its performance with the Mapper-DBSCAN approach.

1.1. Preliminaries

In this section, we discuss the key mathematical concepts behind Topological Data Analysis (TDA), the Mapper
algorithm, clustering methods (specifically DBSCAN), and their role in anomaly detection.

1.1.1. Topological Data Analysis (TDA)

Topological Data Analysis (TDA) applies tools from algebraic topology to extract meaningful structures from high-
dimensional data. The core objective of TDA is to compute topological invariants, such as connected components, loops,
and voids, which persist across different scales in the data.

Simplicial Complexes: Given a data set X & R", the first step is to construct a simplicial complex that encodes the
structure of X. A simplicial complex XK is defined as a collection of simplices (vertices, edges, triangles, and their higher-
dimensional analogues) such that any face of a simplex in X is also in &, and the intersection of any two simplices in K
is either empty or a lower-dimensional simplex.

Forinstance, a 0-simplex represents a point, a 1-simplex represents an edge between two points, a 2-simplex represents
a triangle, and so on.

Persistent Homology: The Vietoris-Rips complex VR, (X) is commonly used in TDA. For a given scale parameter € > 0,
VR (X) consists of simplices whose vertices are within e-distance of each other. The key idea of persistent homology is
to track the changes in topological features (e.g., connected components, holes) as € increases. Homology groups Hy,
describe k -dimensional features: H, describes connected components, H; describes loops, H, describes voids, and so
on. The persistence of these features as € increases provide insight into the underlying shape of the data.
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1.1.2. Mapper Algorithm

The Mapper algorithm is a topological tool that visualizes the structure of high-dimensional data by creating a simplified
representation in the form of a graph. Formally, the Mapper algorithm can be broken down into the following
mathematical steps:

Filter Function: Let f: X — R be a continuous filter function defined on the data X € R™. The filter function projects the
data onto a lower-dimensional space (often R! or R?) while preserving topological properties. Common choices for f
include projection onto principal components, distance functions, or density estimates.

Covering: The range of the filter function f (X) is covered by a collection of overlapping intervals {/;}/~,. Mathematically,
let I; = [a;, b;] be an interval, where a; < b; and a;,, < b;. The overlap between intervals is defined by a parameter «,
which controls the degree of overlap.

Clustering: For each interval I;, consider the subset X; = f~1(I;) € X. A clustering algorithm, such as DBSCAN, is applied
to each subset X;, forming clusters C;q, Cj, ..., C;, within each interval.

Graph Construction: The Mapper graph G = (V, E) is constructed where:
V represents the clusters Cj;.
An edge (v;,v,) € E is drawn if the corresponding clusters C;;and Cj, share data points.

This graph captures the global shape of the data in terms of its connectivity, and the nodes in the graph represent
clusters of points from the data set.

1.1.3. Clustering with DBSCAN
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a clustering algorithm that classifies points
based on density. DBSCAN groups points that are densely packed together and identifies points that lie in low-density
regions as noise or outliers. The core parameters in DBSCAN are:
€ (eps): The maximum distance between two points for them to be considered neighbors.
min_samples: The minimum number of points required to form a dense region.
Mathematically, for a point x € X, the e-neighborhood of x is defined as:

N.(x) ={y € X | dist(x,y) <e}.
A point x is considered a core point if |N.(x)| = min_samples. Clusters are formed by connecting core points and their
neighbors. DBSCAN is effective for identifying outliers, as points that do not meet the minimum density requirement

are marked as noise.

1.1.4. Anomaly Detection using Mapper and DBSCAN

Anomalies, or outliers, are data points that deviate significantly from the general pattern. In the context of the Mapper
algorithm combined with DBSCAN, anomalies can be detected as follows:

Points not belonging to any cluster: DBSCAN marks points as noise if they do not belong to a dense region. These points
are often anomalies because they do not form part of any coherent structure in the data.

Small or isolated clusters: In the Mapper graph, small or disconnected nodes often represent anomalies. If a cluster has
very few data points or is not well connected to other nodes, it may indicate an anomalous pattern.

The formal criteria for anomaly detection can be expressed as:
Unclustered points: x € X where x is not part of any node in the Mapper graph.

Isolated nodes: Nodes v € VV where degree(v) is low or zero.
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1.1.5. Graph Theory in Mapper
In the Mapper algorithm, the graph G = (V, E) represents the topological structure of the data:

V (vertices) correspond to clusters of points,
E (edges) indicate overlapping clusters.

Mathematically, the edge set E is constructed such that (v,,v,) € E if C; N C, # @, meaning the clusters share common
points. The degree of a node v, denoted deg(v), gives insight into the connectivity of the data. Isolated nodes (with low
or zero degree) often signify outliers or unusual patterns in the data.

2. Methodology Overview

2.1. Definition (Time Delay Embedding)

Given a time series {x,}{—;, we define the time delay embedding of the series as a set of vectors y, € R™, where each
vector is constructed as:

Y = [xt:xt+r» Xt427) o0y xt+(m—1)r]

where 7 is the time delay and m is the embedding dimension. This process transforms the 1-dimensional time series
into a set of vectors in R™, preserving the underlying dynamical structure of the series.

2.2, Definition (Mapper Construction)

Let X = {y;, ¥, ..., Yn} be the set of time delay embedded vectors in R™. The Mapper algorithm creates a topological
representation of X as a graph G = (V, E), where:

V is the set of nodes (clusters) formed by applying a clustering algorithm (e.g., DBSCAN) on overlapping subsets of X
defined by a filter function (e.g., projection to a lower dimension).

E is the set of edges between nodes, representing overlap between clusters.

The Mapper output is a graph G that captures the topological structure of X, with each node representing a cluster of
points from X.

2.3. Definition (Anomaly)

A point not included in any Mapper node is defined as a data point y, € X that does not belong to any of the clusters V

in the Mapper graph G. These points are considered potential anomalies, as they represent behavior not captured by
the topological clusters.

2.4. Theorem (Anomaly Detection via Mapper Graph)

Let X = {y,,¥,,...,Yn} be a set of points obtained from time delay embedding of a time series, and let G = (V,E) be the
Mapper graph constructed from X. A data point y; € X is an anomaly if and only if it is not included in any cluster (node)
ingG.

Proof

Step 1: Time Delay Embedding
Let X = {y1,¥2, .., Yn} € R™ be the set of time delay embedded vectors generated from the time series {x;}/-,. By

Takens' Embedding Theorem, this embedding preserves the dynamics of the original system, allowing us to analyze the
time series in R™.

Step 2: Mapper Graph Construction

The Mapper algorithm defines a filter function f:X — R¥ (e.g., projection to principal components or other lens
functions) and covers the range of f(X) with overlapping intervals.
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For each interval U;, we apply a clustering algorithm (e.g., DBSCAN) to the pre-image f~*(U;) € X, forming clusters.
Each cluster becomes a node in the Mapper graph G, and edges are created between nodes if clusters share common
points (i.e., overlapping subsets of X).

Step 3: Node Membership

Each node v € V in the Mapper graph represents a cluster of data points from X. Specifically, each cluster is a subset
C, € X.

The set of all data points that belong to some node in the Mapper graph is given by:

c=Uc,,

VeV

Thus, a data point y; belongs to the Mapper graph if and only if y; € C.

Step 4: Anomalous Points (Outliers)
A data point y; € X is considered an anomaly if it does not belong to any node in the Mapper graph. Mathematically,
this is expressed as:

y; € C.
Therefore, the set of anomalies A € X is:
A=X\C.

This set A contains all the points that are not captured by any cluster in the Mapper graph, indicating that they are
structurally different from the main population of points.

Step 5: Anomaly Detection

Since C contains all the points that belong to the nodes in the Mapper graph, the complement A = X \ C represents the
points that are not part of any cluster. By definition, these points are anomalies, as they do not conform to the topological
structure of the data represented by G.

Thus, any point y; that is not part of any node in G is identified as an anomaly.

2.5. Working Steps

Therefore, the Mapper algorithm serves as a tool for anomaly detection by identifying points that deviate from the
clustered topological structure of the dataset.

We follow the above procedure in few steps which can be simplified as:

e Firstly, transform time series data into higher dimensions using time delay embedding to reveal hidden
patterns.

Then, standardize the data to ensure equal contribution from all variables by normalizing them.

After that, use the Mapper algorithm to create a simplified topological structure by clustering similar points.
Identify anomalies as points that do not belong to any cluster in the Mapper graph.

Finally, visualize the results and fine-tune the model parameters to improve the detection of anomalies.

2.6. Data Source

The process of scraping financial data from online archives, such as the Dhaka Stock Exchange, involves several key
steps (See Fig. 1). First, you need to identify and access the specific URL where the desired stock data, such as daily
prices or volumes, is available. Once the webpage is accessed, the structure of the webpage must be analyzed to locate
the elements that contain the data, such as HTML tables or dynamically loaded content. After extracting relevant data,
including dates, closing prices, and volumes, the data is organized and stored in a structured format like CSV or Excel
for further analysis. If the data is dynamically loaded, additional tools or API access may be required. Automation of the
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process can be implemented for multiple queries, such as different stock symbols or date ranges. Throughout the
process, it’s essential to ensure compliance with the website’s terms of service and legal requirements.

Send
Requests

Command

Receive
Data

THE PYTHON FRAMEWORK

Figure 1 An overview of data scraping from Dhaka stock exchange.

3. Results and discussion

In this study, a stock named INTRACO (Intraco Refueling Station PLC) of Dhaka stock exchange has been collected using
the python framework (Fig. 1) and it has been displayed in Fig. 2 where closed prices of INTRACO lies between the time
period September 1, 2022 and August 30, 2024.

Closed Price vs Date Graph of INTRACO

Figure 2 Closed prizes of INTRACO from 01.09.2022 to 30.08.2024.

Persistent Diagram of the price data points (Fig. 3) has been checked to follow the topological properties of the data set.
From the figure it is clear that there is no such significant loop indicated in orange dots. So, we focused on the connected
components in blue dots where after a certain time (death) around 2.66 the death of connected components became
irregular than bellow 2.66 and few gaps have been generated. The same gap can be found in Fig. 4 after € = 2.66. Fig. 4
shows the relation of number of connected components against ¢ filtration steps.
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Figure 3 Persistent Diagram of the INTRACO daily closed price data points.

Number of Connected Components vs. €

Number of Connected Components (Ho)

Figure 4 No. of connected components against ¢ filtration steps of the data points.

The Fig. 5 shows the results of detecting anomalies in the INTRACO stock's closing prices using One-Class SVM with a
parameter nu = 0.04. The blue dots represent the original data points of the closing prices over time, while the red
crosses indicate the detected anomalies. These anomalies represent significant deviations from the general trend in the
dataset, potentially identifying irregular or unusual price movements. The anomalies appear scattered throughout
different time periods, particularly during peaks or steep fluctuations, which could indicate market volatility or
significant external events influencing the stock price.

The Mapper graph shown in Fig. 6 represents the topological structure of the data using Kepler Mapper visualization
[61]. Each node in the graph corresponds to a cluster of points, and the edges represent connections between clusters.

e Nodes: Each circular node represents a group of data points that share similar characteristics. There are a total
of 9 nodes as indicated in the Mapper summary.

e Node 1isisolated, suggesting a group of points that are significantly different from others. This might represent
a small cluster of unusual or anomalous points.
e Nodes 8 and 9 are closely connected and may indicate another substructure or pattern within the data.
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e Edges: The edges connecting the nodes represent transitions or relationships between different clusters. In this
case, the graph suggests that some groups of data are more connected or related to each other than others.
e This graph helps identify patterns and anomalies based on the topological structure of the data.
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Figure 5 Anomalies (red cross) detected using One-class SVM choosing nu = 0.04.

Q-

Figure 6 Mapper Graph using DBSCAN Clustering while eps = 0.075 and min_samples = 5.

The Mapper summary as displayed in Fig. 7 obtained from the Kepler Mapper visualization provides key details about
the algorithm's configuration and the results:

e  Projection: Custom projection, meaning that a specific method (e.g., time series-specific projection) was applied
to transform the data before clustering.

e Number of Cubes (N_Cubes): The data space was divided into 10 intervals (cubes) to apply the Mapper algorithm.
This division allows for a finer resolution of data structure.

e Percentage Overlap (PERC_OVERLAP): 10% overlap between the cubes, allowing for smoother transitions
between clusters.

e  C(lusterer: DBSCAN was used with parameters eps=0.04 and min_samples=6 to form clusters. DBSCAN is
effective in identifying dense regions of data and isolating noise or anomalies.

e Nodes: A total of 9 nodes were identified in the data.

e FEdges: 6 edges were found, indicating relationships between clusters.
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o Total Samples: 486 data points were analyzed, with 442 unique samples mapped to nodes. This indicates that
44 samples (486 - 442) were not included in any nodes, and these are the potential anomalies.

e Node Distribution: The graph also provides a color distribution of the nodes based on the data. The green and
blue colors indicate the size of the nodes, with larger nodes representing more data points.

Mapper Summary

PROJECTION custom
N_CUBES 18
PERC_OVERLAP & 1

CLUSTERER DBSCAN[eps=8_84,
min_samples=6)

SCALER None

NODES ©

EDGES 6

TOTAL SAMPLES 486

UNIQUE SAMPLES 442

COLOR FUNCTION Row number

NODE COLOR FUNCTION mean

NODE DISTRIBUTION

— = o~ i &

22.2%

- o
— &

Figure 7 The Mapper Summary obtained from the visualization of the mapper graph of the data using Kepler Mapper
[61].

The size of the 9 clusters detected for the data set has been tabulated in Table 1. The isolated cluster 1 contains 5 data
points and Clusters 3 and 5 are the largest, each containing 90 data points.

Table 1 Size of the detected clusters

Cluster No. | Size

23
90
80
90
87
40
43
28

O [0 | N[ |U (D |W (N |-
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Anomalies Detected by Mapper Algorithm using DBSCAN(eps=0.04, min_samples=6)
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Figure 8 Anomalies calculated by Mapper Algorithm using DBSCAN Clustering (while eps=0.04 and min_samples=6)
have been marked with red crosses.

This plot shows the time series data points (in green) along with the detected anomalies (marked in red). The anomalies
were identified by applying the Mapper algorithm in combination with the DBSCAN clustering algorithm.

e (Green Points: These represent the original data points, which form the bulk of the data set and indicate normal
behavior.

e Red Crosses: These are the data points that were not included in any Mapper nodes, and are thus identified as
potential anomalies. These points deviate from the overall data structure as revealed by the Mapper clustering.

Key observations:

e Anomalies at the extremes: Notice that the red crosses tend to occur at the peaks and troughs of the time series,
such as around the price values of 50 and 30. These could represent sharp deviations or unusual events in the
data.

e  C(lustering of anomalies: The anomalies appear in groups, indicating that certain periods in the time series
exhibit abnormal patterns (e.g, sharp rises or falls).

In the context of detecting anomalies in the INTRACO stock's closing prices, the Mapper algorithm offers several
advantages over the One-Class SVM approach. While both methods are capable of identifying anomalies, Mapper
provides a topological view of the data, capturing its underlying structure through clustering. This allows Mapper to
detect anomalies based on deviations from the overall data shape, particularly in regions with complex or non-linear
behavior. Unlike SVM, which focuses on separating normal and anomalous points based on a predefined boundary (with
nu = 0.04 in this case), Mapper can reveal hidden patterns in the data, particularly during periods of market volatility
or extreme price fluctuations. The Mapper-based anomalies tend to cluster in groups, highlighting sustained abnormal
periods, while SVM anomalies may appear scattered, missing this temporal correlation. Mapper's reliance on DBSCAN
clustering also ensures that anomalies are identified based on data density, making it robust in detecting sharp rises or
falls in price that might be overlooked by SVM. Thus, Mapper is more effective in capturing the time series' structural
complexity and detecting contextually relevant anomalies.

4. Conclusion

In this study, we successfully demonstrated the application of the Mapper algorithm combined with DBSCAN clustering
for anomaly detection in financial time series data, using daily stock prices from the Dhaka Stock Exchange as a case
study. The integration of Topological Data Analysis (TDA) with clustering enabled the identification of anomalies by
visualizing the global structure of the data, uncovering unclustered points, isolated clusters, or disconnected nodes as
potential outliers.
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The Mapper-DBSCAN framework identified 44 anomalous data points, corresponding to extreme price movements that
did not belong to any node in the Mapper graph. The graph revealed key structures and patterns in the data, with smaller
isolated nodes suggesting unique price behaviors or outliers. The validation using SVM further corroborated these
findings, although the Mapper-DBSCAN approach provided clearer visual separations between normal data and
anomalies.

The Mapper-DBSCAN method is particularly well-suited for high-dimensional data, where traditional clustering
techniques struggle to capture the full complexity of the data's structure. By leveraging both topological summaries and
density-based clustering, the method can identify not only local anomalies but also patterns that may be globally
significant. The Mapper graph offers a clear and interpretable representation of the data’s structure, allowing for more
intuitive anomaly detection.

The results of the Mapper algorithm depend on the choice of filter function, number of intervals, and overlap percentage,
making parameter selection critical for obtaining meaningful results. While Mapper provides a visual overview,
interpreting the significance of smaller clusters or isolated nodes may require expert knowledge of the data domain.
Although suitable for high-dimensional data, the computational complexity of both the Mapper algorithm and DBSCAN
increases with large datasets.

This study can be conduct further for developing methods to optimize the selection of Mapper and DBSCAN parameters
for more accurate anomaly detection across different data sets, for experimenting with more advanced filter functions,
such as those based on machine learning or domain-specific features, to improve anomaly detection accuracy, and for
conducting a comparative study of Mapper with other TDA-based tools like persistence homology to assess their relative
strengths and weaknesses for anomaly detection.

This approach has several promising applications:

e  Financial Market Monitoring: Mapper-DBSCAN could be used to detect market anomalies, such as sudden price
fluctuations, outlier trading patterns, or early signs of market crashes.

e  Fraud Detection: The framework can be adapted to identify fraudulent activities in transaction data, such as
outlier transactions or abnormal sequences of trades.

e Healthcare Data: In the medical field, it could be applied to detect abnormal patient records in high-dimensional
health data, potentially flagging rare diseases or unusual responses to treatment.

e  (Cybersecurity: This method could be useful in identifying anomalous behavior in network traffic or security
logs, detecting intrusions or irregular access patterns
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